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Abstract about the behavior of actions in this scenario as a tramsitio
_ o _ . system (Figure 2).

Domain descriptions in reasoning about actions are
logical theories and as such they may also evolve.
Given that, knowledge engineers also need revision
tools to incorporate new incoming laws about the
dynamic environment. Here we fill this gap by pro-
viding an algorithmic approach for revision of ac-
tion laws. We give a well defined semantics that

ensures minimal change w.r.t. the original models, Figure 2: A transition system depicting the agent’s knowl-
and show correctness of our algorithms w.r.t. the edge about the dynamics of the coffee mache, c, andh
semantic constructions. stand for, respectiveljpuy, token coffee andhot

_ Now, it may be the case that the agent learns that coffee is
1 Introduction the only hot drink available at the machine, or that even-with

ut a token she can still buy, or that all possible executidns

. . . . . . (0]
Like any logical theory, action theories in reasoning aboul, . <noid lead to states whergokenis the case. These are
actions may evolve, and thus need revision methods to ad%— )

uately accommodate new information about the behavior o xamples ofevisionwith new laws aboutthe dynamics of the
gctionz Recently. undate and contraction-based metiuods f nvironment under consideration. And here we are intetteste
action t.heory ch)all'ng% have been defifEder et al,, 2005; in exactly these kinds of theory modification.
Herzig et al, 2006; Varzinczak, 2048 Here we continue The conFnbutlons of the presen_t Yvork are a_s follows:
this important though quite new thread of investigation and ® What is the semantics of revising an action theory by a

develop a minimal change approach fevisinglaws of an law? How to get minimal change, i.e., how to keep as
action domain description. much knowledge about other laws as possible?

The motivation is as follows. Consider an agent designed e How to syntactically revise an action theory so that its
to interact with a coffee machine (Figure 1). result corresponds to the intended semantics?

Here we answer these questions.

NICECAFE 2 Logical Preliminaries
Our base formalism is multimodal logi¢, [Popkorn, 1994

2.1 Action Theories in Multimodal K
Let = {&,a,...,a,} be the set ohtomic actionf a
domain. To each actioathere is associated a modal operator
[@a. B ={p;,Ps---,p,} denotes the set gfropositions or
B B atoms £ = {p,—p : p € P} is the set of literals/ denotes

a literal and/¢| the atom in¢.

We useyp, 1), . .. to denoteBoolean formulasg is the set
of all Boolean formulas. A propositional valuatigis amax-
imally consistenset of literals. We denote byl ¢ the fact

Among her beliefs, the agent may know that a coffee is ghatv satisfiesp. By val(¢) we denote the set of all valua-
hot drink, that after buying she gets a coffee, and that witHions satisfyingp. [, is the classical consequence relation.
a token it is possible to buy. We can see the agent’s belief€n(y) denotes all logical consequences.of

Figure 1: The coffee deliverer agent.



With IP(p) we denote the set gfrime implicantdQuine,  some (not necessarily fully specified) executability laws f
1957 of . By m we denote a prime implicant, aradm(r) some actions. These may be incorrect at the starting point,
is the set of atoms occurring im. Given? andw, £ € m  but revising wrong executability laws is an approach toward
abbreviates? is a literal of7’. For a given setd, A denotes its solution and one of the aims of this work. With further

its complement. Hencatm(r) denotes3 \ atm(r). information the knowledge engineer will have the chance to
We used,?,... to denote complex formulas (possibly change them so that eventually they will correspond to the

with modal operators). (a) is the dual operator ofa]  intuition (cf. Section 3). _ .

()@ =gef ~[a] D). The action theory of our running example will thus be:
A K,-modelis a tuple.# = (W,R) whereW is a set of coffee— hot, token— (buy) T,

valuations, andR maps action constanésto accessibility re- T= { —coffee— [buycoffee -token— [buy] L, }

lationsR, C W x W. Given.#, ):flp (pis true at worldw coffee— [buylcoffeehot — [buyhot

of model.2) if w IF p; %/z al® if %/{é for everyw’ s.t. Figure 2 above showslt&,-model for the theory.

(w,w’") € Ry; truth conditions for the other connectives are 2.3  Supra-models

as usual. ByM we will denot/(;[a set oﬁ(n-model/s/l. Sometimes it will be useful to consider models whose possi-
. is a model of® (noted=" @) if and only if EU & for all ble worlds areall the possible states allowed By

w € W. . is a model of a set of formulas (noted’ x5y ~ Definition 1 .# = (W, R) is abig frameof 7'if and only if:
if and only if E & for every® € ¥. & is aconsequence of ~ ® W=val(5); and

the global axioms_ in all K,-models (noted = @) if and ® R={J,cq Ra, Where

only if for every ., if =" %, then=" . Ra= {(w,w): V.o — [aly € &, if EY o then £ )
In K,, we can state laws describing the behavior of actions. v v

Here we distinguish three types of them. Big frames of7 are not unique and not always modelg/of

Static Laws A static lawis a formulay € § that char-  pefinition 2 . is a supra-modebf 7T iff ":%Tand% is a
acterizes the possible states of the world. An example igig frame of7.

coffee— hot if the agent holds a coffee, then she holds a
hot drink. The set of static laws of a domain is denotedby

Effect Laws An effect law for ahas the formpy — [a]«), with

p, € §. Effectlaws relate an action to its effects, which can

be conditional. The consequentis the effect that always M b
obtains where is executed in a state where the antecedent
© holds. An example isgoken — [buylhot whenever the
agent has a token, after buying, she has a hot drink: i
inconsistent we have a special kind of effect law that we call
aninexecutability law For example;-token— [buy L says
thatbuycannot be executed if the agent has no token. The s&2.4 Prime Valuations

of effect laws of a domain is denoted By An atomp is essentiatto ¢ if and only if p € atm(¢’) for
Executability Laws An executability law for ehas the form  all ¢’ such thatz,,, » < ¢'. Forinstancep, is essential to

p — (@ T, with o € §. It stipulates the contextin which  —p, A (-p, v p,). atm!() will denote the essential atoms of
is guaranteed to be executable. K (a)T reads @'s exe-  ,,_ (If ¢ is a tautology or a contradiction, thatm!(y) = 0.)

cution is possible”.) For instancyken— (buy) T says that Fory € §, o= is the set of ally’ € § such thaty =
buying can be executed whenever the agent has a token. Tl&e andatm(¢’) C atm{(y) CPL

- L . For instancep, vV p Py *,
set of executability laws of a domain is denotedby asp, Fzp, Py V P, butatmip, V p,) ¢ atml!(pl).Q Cg‘,zlealrly,

Given a, &, (resp.X,) will denote the set of only those atm( )\ _ I
ay p+) = atmi(A\ px). Moreover, whenevelz, ¢ <
effe_ct (resp. (_axecutablllty) laws gbmut _ o', thenatm!() — atm!(2') and alsaps — o's.
Action Theories7 = S U £ U X is anaction theory

Figure 3 depicts a supra-model of our exantple

b
(t, —c, —h) (t,—c,—h) (=t,—c,h)
Figure 3: Supra-model for the coffee machine scenario.

Theorem 1 (Parikh, 1999) =, ¢ < Awx, and
2.2 The Frame, Ramification and Qualification atm(px) C atm(y’) for everyy' s.t. =, ¢ < ¢

Problems Thus for everyp € § there is a unique least set of elemen-
To make the presentation more clear to the reader, we here agry atoms such that may equivalently be expressed using
sume that the agent's theory contains all frame axioms. Howenly atoms from that set. Hend@n() = Cn(px).
ever, all we shall say here can be defined within a formalism  Gyen avaluatiow, V' C vis asubvaluation Forwa set of
with a solution to the frame and ramification problems "kevaluations, asubvamaﬂahsatisﬁesg € ¥ modulow (noted

done by Herzigat aI[ZOOG V| if and lVifvIF of I W h that/ C
Given the acknowledged difficulty of the qualification W ) ifand only ifv I ¢ for all v € W such that/ < v.

. . . ! i
problem, we do not assume here any a priori solution to it. InA subvaluatiorv essentially satisfies modulow (v It ) if
stead, we suppose the knowledge engineer may want to staed only ifv Iy,  and{|¢| : £ € v} C atml(¢).



Definition 3 Let ¢ € § and W be a set of valuations. A 3.1 Revising a Model by a Static Law

subvaluation VIS rime subvaluatiorof ¢ (m‘odulo W) if  suppose that our agent discovers that the only hot drinkghat
and only if vlbv' o and there is noVC v s.t. v I\bv' ®. served on the machine is coffee. In this case, we might want
to revise her beliefs with the new static laeffee— hot

Considering the model in Figure 3, we see thabffeen
otis satisfiable. As we do not want this, the first step is to
removeall worlds in which—coffeeA hotis true. The second
step is to guarantee all the remaining worlds satisfy the new
Theorem 2 Letp € § and W be a set of valuations. Then law. This issue has been largely addressed in the literature
forall w € W, w I ¢ if and only ifw 1=/, cpasqwy Avey t- belief revision and updaf{&ardenfors, 1988; Winslett, 1988;

’ Katsuno and Mendelzon, 1992; Herzig and Rifi, 1099ere
2.5 Closeness Between Models we can achieve that with a semantics similar to that of clas-

When revising a model, we perform a change in its structuresical revision operators: basu_:ally one can change thefset o

Because there can be several ways of modifying a model (ngtoSsible valuations, by removing or adding worlds.

all of them minimal), we need a notion of distance between [N our example, removing the possible worlfls—c, h}

models to identify those that are closest to the original one and{—t,—c, h} would do the job (there is no need to add new
As we are going to see in more depth in the sequel, Chand&aluanons since the new static law is satisfied in at least on

ing a model amounts to modifying its possible worlds orWworld of the original model). _ _

its accessibility relation. Hence, the distance betweem tw_ | he delicate pointin removing worlds is that it may result

K,.-models will depend upon the distance between their seté) the loss of some executability laws: in the example, if¢he

of worlds and accessibility relations. These here will beWere only one arrow leaving some worldand pointing to

based on thesymmetric differencbetween sets, defined as {~t. ~C. h}, then removing the latter from the model would
X1Y = (X\Y)U (Y \ X). make the action under concern no longer executable.in

o , ) Here we claim that this is intuitive: if the state of the world
Definition 4 Let.# = (W,R). .2’ = (W ,R) isatleastas {5 which we could move is no longer possible, then we do

A prime subvaluation of a formula is one of the weakest
states of truth in whiclp is true. (Notice the similarity with h
the syntactical notion of prime implicaf@uine, 1952) We
denote all prime subvaluations@imoduloW by basdy, W).

close to.Z as.#" = (W',R"), noted.#" =, 4", iff not have a transition to that state anymore. Hence, if that
o either W-W C W-W’ transition was the only one we had, it is natural to lose it.
e or WW = W-W’ and R.R' C R_-R/ One could also ask what to do with the accessibility rela-

tion if new worlds must be added (revision case). We claim
This is an extension of Burger and Heidemi@807 relation  that it is reckless to blindly add new elementsRolnstead,
to our modal case. Note that other distance notions are alsge shall postpone correction of executability laws, if reshd
possible, like e.g. theardinality of symmetric differences or  This approach is debatable, but with the information we have
Hamming distance. (See Section 7 for an explanation on whgt hand, it is the safest way of changing static laws.

we have chosen this particular distance notion here.) The semantics for revision of one model by a static law is

3 s " t Revisi as follows:

Contraer)r/nt§:ol:tsra(():tione\\//vl:el(r)enwe want the negation of a la Definition 5 Let.# = (W,R). .#" = (W.R) ¢ A 1t

to besatisfiable in revision we want a new law to bealid. M = (W val(~¢)) Uval(y) and R C R.

Thus we must eliminate all cases satisfying its negation. Clearly g o forall .#' ¢ .4*. The minimal models of
The idea in our semantics is as follows: we initially have athe revision of # by ¢ are those closest ta7 w.r.t. <_4:

set of modelsM in which a given formulap is (potentially) - . N

not valid, i.e..® is (possibly) not true in every model itv!. Definition 6 rev(.#7, ) = Umin{.#Z, =.«}.

In the result we want to have only models®f Adding &- In the example of Figure 3gv(.#, coffee — hot) is the

models toM is of no help. Moreover, adding models makessing|eton{%’}, with .#' as shown in Figure 4.

us lose laws: the resulting theory would be more liberal.
One solution amounts to deleting from those models

that are not®-models. Of course removing only some of

them does not solve the problem, we must delete every such a M b

model. By doing that, all resulting models will be models of

. (This corresponds ttheory expansiorwhen the resulting b

theory is satisfiable.) However, i#1 contains no model of ) ) ,(ﬁt’ SCERLD) ] O’fc’ S ]

®, we will end up with. Consequence: the resulting theory Figure 4: Revising model# in Figure 3 withcoffee— hot

is inconsistent. (This is the main revision problem.) Irsthi

case the solution is teubstituteeach model# in M by its .

nearest modifications#;; that makesb true. This lets usto -2 Revising a Model by an Effect Law

keep as close as possible to the original models we had.  Let’s suppose now that our agent eventually discovers that
Before defining revision of sets of models, we present whaafter buying coffee she does not keep her token. This means

modifications of (individual) models are. that her theory should now be revised by the new effect law




token— [buy—token Looking at model# in Figure 3, this To remove-tokenA [buy L we have to look at all worlds
amounts to guaranteeing tttakenA (buy)tokenis satisfiable  satisfying it and modify# so that they no longer satisfy that
in none of its worlds. To do that, we have to look at all theformula. Given worldsw, = {—token —coffee —hot} and
worlds satisfying this formula (if any) and ws = {—token —coffeehot}, we have two options: change
e either makeokenfalse in each of these worlds, the interpretation ofokenin both or add new arrows leaving
. these worlds. A question that arises is ‘what choice is more
o or make(buy)tokenfalse in all of them. drastic: change a world or an arrow’? Again, here we claim
If we chose the first option, we will essentially flip the truth that changing the world’s content (the valuation) is moeselr
value of literaltokenin the respective worlds, which changes tic, as the existence of such a world is foreseen by some stati
the set of valuations of the model. If we chose the latterJaw and is hence assumed to be as it is, unless we have enough
we will basically removéuy-arrows leading tbokerworlds,  information supporting the contrary, in which case we expli

which amounts to changing the accessibility relation. itly change the static laws (see Section 3.1). Thus we shall
In our example, the worldss; = {tokencoffeehot}, add a newbuy-arrow from each ofv, andws.
wo = {token —coffee hot} andws = {token —coffee —hot} Having agreed on that, the issue now is: which worlds

satisfytokenA (buy)token Flipping tokenin all of them to  should the new arrows pointto? In order to comply with min-
—tokenwould do the job, but would also have as consequencémal change, the new arrows shall point to worlds that are
the introduction of a new static lawstokenwould now be  relevant targets of each of théokenworlds in question.

id. i I is? _—
valid, i.e., the agent never has a token! Do we want this~ Definition 9 Let.# = (W,R), w,«’ € W, andM be a set

We claim that changing action laws should not have as sid«af models s.t.Z € M. Thenu' is arelevant target world of
effect a change in the static laws. These have a specia$statu ' '

. 4
and should change only if required (see Section 3.1). Henct W.I't. ¢ — ()T for .7 in M iff =" ¢ and

each world satisfyingokenA (buy)tokenhas to be changed 4 |fthere is.z’ — (W,R)) € M such that B(w) # 0:
so that(buy)tokenbecomes untrue in it. In the example, we X

thus should removéw;, wy), (w2, w1 ) and(ws, w; ) from R, —forall £ € w'\ w, there isy’ € § s.t. there is

M
The semantics of one model revision for the case of a new V' € bas¢y’,\W) s.t. v C w', £ €V, and =" [a]y)
effect law is: for every.z; €¢ M
Definition 7 Let.# = (W,R). .#' = (W.,R) € .4>_, iff: — forall £ € wNw', either there is)’ € § s.t. there is
) 9 —

V € basdy’,W)s.t. v Cw',l €V, and):f[i [a]y’
forall .#; € M; orthereis.#; € M s.t. \;{l ER
e If R (w) =0 forevery.#’ = (W,R) € M:

o« W=W,RCR E ©— [ay, and
o If (w,w') e R\R, thenl{lgo

The minimal models resulting from the revision of a model — forall £ € w'\ w, there is.7Z; = (W;,R;) € M sit.
./ by a new effect law are those closest@O w.r.t. < . there isu, v € W; S.t. (u,v) € R and/ € v \u
Definition 8 rev(.Z, o — [a]y) = Umin{//lgﬁ[a]w, =} — forall ¢ € wnw', thereis#; = (W;,R;) € M s.t.

thereisu,v € W; s.t.(u,v) € Rjandf € uNv, or

Taking.# as in Figure 3rev(.# ,token — [buy—token ML B : _
will be the singleton{.#"} depicted in Figure 5. fﬁogr g”v(i = (Wi, Ri) € M, if (u,v) € Ry, then
By rt(w, ¢ — (a)T,.#, M) we denote the set of all relevant
) target worlds ofw w.r.t. o — (a)T for .Z in M.
A In our examplews = {—token coffeehot} is the only rel-
evant target world here: the two othetokenworlds violate
Gt =c,—h) (G =c,—h) Gt —c.h) the direct effectoffeeof actionbuy, while the thregoken
Figure 5: Revising# in Figure 3 withtoken— [buy|—token ‘[’L’)?Jggdsto""(’ggld make us violate the frame axioftoken —
Note that adding effect laws will never require new arrows.  The semantics for one model revision by a new executabil-
This is the job of executability-revision. ity law is as follows:

3.3 Revising a Model by an Executability Law Definition 10 Let.# = (W,R). .#' = (W, R) € A47_ ;1 iff:

Let us now suppose that at some stage it has been decided tog \W — W, RC R, ):/”'(p — (a)T, and

grant free coffee to everybody. Faced with this information
we have to revise the agent’s laws to reflect the fact gt o If (w,w') € RAR, thenw' € rt(w, o — [a] L. 4, M)

can also be executed iftokencontexts:—token— (buy) T The minimal models resulting from revising a mod#!
is a new executability law (and hence we will hgbeiy) T in by a new executability law are those closest#ow.r.t. < _4:
all new models of the agent’s beliefs). Definition 11 rev(.# aT) = i+ ~
Considering model.# in Figure 3, we observe that (Ao = @T) = Umin{ A7 o7, 2wk
—tokemn [buy] L is satisfiable. Hence we must threviokem In our running exampleev(.# , -token— (buy) T) is the

[buy] L away to ensure the new law becomes true. singleton{.#"}, where.#" is as shown in Figure 6.



Algorithm 1 Revision by a Static Law
input: 7, ¢
output: 77,
S8’ =8 x ¢ I* classically reviseS */
&' = & I* effect laws remain unchanged */
X' = I* executability laws will be ‘recovered’ from old@ */
forall = € IP(S8’) do

for all A C atm(w) do
oat = Ny, e Pi A Ny, ey TP
p; EA p; €A
[* by extendingr with pa we get a valuation */
if S Fep, (m A a) — L [* context not removed *then
if S Fp (T A oa) — L then
if Tk, (mApa) — ()T and SLELX iz, " (T Apa)
then
X ={(pinTAon) > (AT 1 @i — (@)T € Xy}
/* preserve executability law in state not removed */
else
£ =& U{(r Apa) — [a] 1}
T, =8'ugux’

b
(=t,—c,—=h) (t,—c,=h) (=t, —c,h)

Figure 6: The result of revising mode# in Figure 3 by the
new executability law-token— (buy) T.

3.4 Revising Sets of Models

Up until now we have seen what the revision of single models
means. Now we are ready for a unified definition of revision
of a set of models\t by a new law (cf. Section 5):

Definition 12 Let M be a set of models anbla law. Then

My =M\ {a o} U | revs, )
MEM

Definition 12 comprises botbxpansiorandrevision in the .
former, addition of the new law gives a satisfiable theory; in4-2 Revising a Theory by an Effect Law

the latter a deeper change is needed to get rid of inconsisten
P g g ¥ When revising a theory by a new effect law— [a]y), we

. o want to eliminate all possible executionsalieading to—)-
4 Algorithms for Revision of Laws states. To achieve that, we look at @aHcontexts and every

We now turn our attention to the syntactical counterpart oﬁ'mej? transition to somew-contfe>7t |fs not aIV\f/ay?hthte case,
revision. Our endeavor here is to perform minimal changé'e" F’%(n‘p — {@)—, we can safely forcéa]y for that con-

also at the syntactical level. B¥; we denote the result of text. On't_he other hand, if in such a context there is always
revising an action theory with a new lawd. an execution o to —, then we should strengthen the exe-
cutability laws to make room for the new effect in that comtex

4.1 Revising a Theory by a Static Law we want to add. Algorithm 2 below does the job.

Looking at the semantics of revision by Boolean formulas : __
we see that revising an action theory by a new static law maglgorithm 2 Revision by an Effect Law

conflict with the executability laws: some of them may be lostinput: 7, ¢ — [a]y

and thus have to be changed as well.

output: 7%

p—[aly

The approach here is to preserve as many executability 7/: =7
laws as we can in the old possible states. To do that, we forall 7 € IP(S A ¢) do

look at each possible valuation that is common to the new
Every time an executability used to
hold in that state and no inexecutability holds there now,
we make the action executable in such a context. For those

S and the old one.

contexts not allowed by the olfl, we makea inexecutable
(cf. Section 3.1). Algorithm 1 deals with that (hefex ¢
denotes the classical revision 6f by ¢ built upon some
well established method from the literatUi#inslett, 1988;
Katsuno and Mendelzon, 1992; Herzig and Rifi, 109Bhe
choice of a particular operator for classical revision/ated

is not the main matter here, but rather whether it gives us a

modified set of static laws entailing the new one).
In our example, revising the action theofywith a new
static lawcoffee«— hotwill give us

coffee~ hot,

(tokenA coffeen hot) — (buy) T,
(tokenA —coffeen —hot) — (buy) T,
—coffee— [buycoffee -token— [buy] L,
coffee— [buycoffeehot — [buyjhot

Tz

coffee~hot —

for all A C atm(w) do
oar = Ny, ey Pi A Ny, ey P
p; €A pi EA
[* by extendingr with pa we get a valuation */
if S Wep (A ) — L [*is an allowed context *then
forall 7’ € IP(S A —¢) do
it 7" & (7 Apa) — (a7 I* ~¢ is achievable */
then

7= (T\NXY) U{lpi A= Apn)) = ()T -
' i — ()T € X}
/* weaken executability laws */
T =T"U{(m A pa) — [@y} I* safely add the law */
it 7' & (m A pa) — [a] L then
T =T'"U{(piANTApa) — (@T : p; — (@T € T}
[* preserve other previous transitions */
7—9( s = T/

p—[aly”

In our running example, revision of the action thedfy
with the new effect lantoken— [buy]—tokenwould give us



Tioken buyl—token = Algorithm 3 Revision by an Executability Law
input: 7, — (a)T

coffee— hot, Ou;?,u_'t:_ ?*@T

(tokenA —(tokenA coffeen hot)) — (buy) T,
(tokenA coffeen hot) — (buy) T,
(tokenA —(tokenA —coffeen hot)) — (buy) T,
(tokenA —coffeen hot) — (buy) T,

forall 7 € IP(S A ¢) do
for all A C atm(w) do
A = /\piealm—(fr) p; A /\Piem —P;

(tokenA —(tokenA —coffeen —hot)) — (buy) T, I* by extenpifngar with (pAp\ll\fe get a valuation */
(tokenA —coffeeA —hot) — (buy) T, if S o (m A a) — L [*is an allowed context *then
—-coffee— [buylcoffee -token— [buy L, it 7' kg (7 A wa) — [a]L then
coffee— [buycoffeehot — [buyjhot
token— [buyj—token (T'\E'7) U{(pi A=(m Apa)) — [@Y; :

i — [y € E'5 U

. - . . T = ) / ) -
Regarding the bunch of new executability laws introduced in {pi A Apn) — (8] EBA’;’CE'IPE_S))(” Nepw)

the resulting theory, observe that they can be easily sfiagli s — [alvs € £'7)

to the single onéoken— (buy) T.
/* weaken the effect laws */

forall L C £do
. s it S Fep (T A pn) — N £ then
4.3 Revising a Theory by an Executability Law forall ¢ ¢ I do el
if 7T ¢— [@Llor (T ¢— [ad~fand

Revision of a theory by a new executability law has as conse- T g ¢ — [a¢) then
guence a change in the effect laws: all those laws preventing T =T U{(r ANpanl) — [a]t}
the execution of shall be weakened. Moreover, to comply I* preserve non-affected literals */
with minimal change, we must ensure that in all models of T = 7/" U{(m A pa) — (&) T} I* safely add the law */
the resulting theory there will be at mastetransition bya Tt =T
from those worlds in whiclT precludedi’s execution.

Let (E£1)1,. .., (E2Y),, denote minimum subsets (w.r.t. cutability law—token— (buy) T gives UST ioxen . (buy T =
set inclusion) of€, such thatS, (1), = al L.

: ) ot . .( )i koo~ 18 coffee— hot, token— (buy) T,

(According to Herzig and Varzinczalk007, one can en- “coffee— [buycoffee
sure at Ieait one such a set glwilys_ exists.) Haet_: (—tokenA —(—tokenA coffeer hot)A
Ulgign(‘ng’ .)1-. The effect laws ir€;” will serve as guide- ~(~tokenA —coffeer hot)A
lines to get rid of[a] L in eachy-world allowed by7: they —(—tokenA —coffeen —hot)) — [buy| L,
are the laws to be weakened to allow faj T in p-contexts. coffee— [buyjcoffeehot — [buyihot,

Our algorithm works as follows. To forcg — (a)T to (—tokenA coffeer hot) — [buy—token
be true in all models of the resulting theory, we visit every (—tokenA —coffeeA hot) — [buy~token
possiblep-context allowed by it and make the following op- (—tokenA —coffeer —hot) — [buy|-token
erations to ensurg@) T is the case for that context: Giverpa —token— (buy) T

context, if7 does not always precludefrom being executed Again, the resulting theory can be post-processed to gige us

in it, we can safely forcga) T without modifying other laws. "\ op i ore compact representation of the new laws that have
On the other hand, # is always inexecutable in that context, been added

then we should weaken the laws §iy . The first thing we

must d_o is to preserve all_old effects in all otheworlds. 4.4  Complexity Issues

To achieve that we specialize the above laws to each possible | i )

valuation (maximal conjunction of literals) satisfyingbut ~ Algorithms 1-3 terminate. However, they come with a con-
the actual one. Then, in the curremvaluation, we must en- S|derable_ computatlonal cost: th€,-entailment test with
sure that actiom may have any effect, i.e., from thjsworld ~ 9lobal axioms is known to bexpTiME-complete. Comput-
we can reach any other possible world. We achieve that b{"9 all possible contexts allowed by the theory is clearly ex
weakening theonsequentf the laws iné; to the exclusive Ponential. Moreover, the computationiéX(.) might resultin
disjunction of all possible contexts ifi Finally, to get mini-  €xponential growtiiMarquis, 2000.

mal change, we must ensure that all literals in fhgluation Given that theory change can be done offline, from the
that are not forced to change are preserved. We do this by stdknowledge engineer’s perspective what is more important is
ing a conditional frame axiom of the forfp;, A ¢) — [a]¢,  the size of the computed contracted theories. In that matter
wherey;, is the above-mentionegg-valuation. our results are positive:

Algorithm 3 gives the pseudo-code for that. Theorem 3 Let7 be an action theory, and be a law. Then
In our example, revising the action thedfywith the exe-  the size (number of formulas) @}, is linear in that of 7.



5 Correctness of the Algorithms feature is important when the qualification problem is cdnsi

Suppose we have two atomsandp,, and one actioa. Let  €re€d (Cf. the Introduction).

T = {-p,,p; — [@p,, (@) T}. The only model off; is .# The work by Eiteret al.[2005; 200§ is similar to ours in

in Figure 7. Revising such a model lpy Vv p, gives us the that they also propose a framework that is oriented to updat-
models.#!, 1 < i < 3, in Figure 7. Now, revisindg/; by ing action laws. They mainly investigate the case where e.g.
py V py will give us 7ig . = {P1 A —P2, Py — [@p.}. The  anew effect law is added to the description (and then has to

only model of7y}; ., is.#{ in Figure 7. This means that the be true in all models of the modified theory).

semantic revision may produce models (viz; and.#; in _In Eiter ?t ?I.s framtgwogk, a(étlorl[_thegnes .a;.e d(lescrlbed
Figure 7) that are not models of the revised theories. In a variant of a narrafive-based action description faggua
. Like in the present work, the semantics is also in terms of

transition systems: directed graphs having arrows (action

ya M currences) linking nodes (_cc_)nfig_urations_, _of the world). Con
trary to us, however, the minimality condition on the out@m
of the update is in terms of inclusion of sets of laws, which

My M means the approach is more syntax oriented.
Figure 7: Model# of 7; and revision of # by p, \V p,. In their setting, during an update an action thedig seen

as composed of two pieces, and7,,, where7, stands for

The other way round the algorithms may give theoriesthe part of7'that is not supposed to change afjg contains

whose models do not result from revision of models of thethe laws that may be modified. In our terms, when revising

initial theory: 1etZ; = {(p, V p,) — [al.L, (8)T}. Its only by a static law we would havg,, = S U X,, when revising

; : o ; by an effect lawZ,,, = &£, U &, and when revising with exe-
g&d?*l‘c'//{ (|::|g{l,F|)rev7 )F') R(er;/ |s\|/anj//)/ tz Fft}a]\i%r::\sazargg:jlgi cutability laws7,, = £; U X;. The difference here is that in
;PR R N our approach it is always clear what laws should not change
M = <{{p1, Pats {P1 =P2 ), {=Py, pg}}, 0) notin g vo,-  ina given type of revision, an@, and7,, do not need to be
All this happens because the_pOSS|bIe states are not comaypicitly specified prior to the update.
plet_ely characterized by the static Iaws.. Fortunatelyceon Their approach and ours can both be described as
trating on supra-models df, we get the right result. constraint-basedipdate, in that the theory change is carried
Theorem 4 If M = {.# : .« is a supra-model of } and ﬁur(;glaﬂve to slo)mle restrfictions (akseft of laws tlhat \I/;/ehwantt
. V4 oldin the result). In our framework, for example, all chasg
thereis.7Z’ ¢ Ms.t.= &, thenl ,cp reV(#,2) S M. inthe action laws are relative to the set of static l@wvéand
Then, revision of models df by a law@ in the semantics that is why we concentrate on supra-models: model§ of
produces models of the output of the algorithfjs havingval(S) as worlds). When changing a law, we want to
. keep the same set of states. The difference w.r.t. Eitat’s
Theorem 5 If M = {.# //['/// is a supra-model of } # 0, approach is that there it is also possible to update a theory
then for every#’ € M3, = T5. relatively to e.g. executability laws: when expandingith a
new effect law, one may want to constrain the change so that
the action under concern is guaranteed to be executable in th
Theorem 6 If M = {.# : .# is a supra-model of } # 0, result! As shown in the referred work, this may require the
then for every#’, if %//1/7;’ then.z’ € M. withdrawal of some static law. Hence, in Eitgral’s frame-
work, static laws do not have the same status as in ours.

Also, models of7}; result from revision of models df by &:

Sticking to supra-models dfis not a big deal. We can use
existent algorithms in the literatufélerzig and Varzinczak,

2007 to ensure thaf is characterized by its supra-models 7 Discussion and Perspectives

and thatM = (. Here we have studied what revising action theories by a law
means, both in the semantics and at the syntactical (dgorit
6 Related Work mic) level. We have defined a semantics based on distances

] between models that also captures minimal change w.r.t. the
The problem of action theory change has only recentlypreservation of effects of actions. With our algorithms and
received attention in the literature, both in action lan-the correctness results we have established the link betwee
guages[Baral and Lobo, 1997; Eiteet al, 200§ and in  the semantics and the syntax for theories with supra-models
modal logic[Herziget al, 2006; Varzinczak, 2048 (Due to page limits, proofs have been omitted here.)

Baral and Lobd 1997 introduce extensions of action lan-  For the sake of presentation, here we have abstracted from
guages that allow for some causal laws to be stated as defege frame and ramification problems. However our definitions
sible. Their work is similar to ours in that they also allow fo ¢oyld have been stated in a formalism with a suitable saiutio
weakening of laws: in their setting, effect propositions b&  to them, like e.g. Castilhet al’s approacH1999. With re-
replaced by what they call defeasible (weakened versigns ofyards to the qualification problem, this is not ignored here:
effect propositions. Our approach is different from théirs
the way executability laws are dealt with. Here executgbili !We can emulate that in our approach with two modifications
laws are explicit and we are also able to change them. Thisf 7: first adding the effect law and then an executability law.



revising wrong executability laws is an approach towarss it [Burger and Heidema, 2002.C. Burger and J. Heidema.
solution. Indeed, given the difficulty of stating all suféait Merging inference and conjecture by informatioSyn-
conditions for executability of an action, the knowledge en  these 131(2):223-258, 2002.

gineer writes down some of them and lets thetheory‘evolve’[Cast”hOet al, 1999 M. Castiho, O. Gasquet, and

via subsequent revisions. _ _ A. Herzig. Formalizing action and change in modal

The reason why we have chosen such a simple notion of |ogic I: the frame problemJ. of Logic and Computatign
distance between models is that with other distances one may 9(5):701-735, 1999.
not always get the intended result. This is better illustiat
W'th the contraction counterpartof our operators{Varz- ... knowledge base revision: preliminary report. Mmoc.
inczak, 2008 Suppose one wants to remove an executability

. AAAI, pages 475-479, 1988.

law ¢ — (a)T. Then we do that by removirgarrows from ) ) )
©-worlds. Suppose we have a model with twaworlds,w;  [Eiteretal, 2009 T. Eiter, E. Erdem, M. Fink, and J. Senko.
with one leavinga-arrow andw, with two a-arrows. Then Updating action domain descriptions. Rroc. 1JCAl
with e.g. Dalal's distanc1984d, the associated contraction ~ pages 418-423, 2005.

operator would always exclude the resulting model in which[Ejteret al, 200§ T. Eiter, E. Erdem, M. Fink, and J. Senko.

w; loses its two arrows, simply because deleting 1 arrow Resolving conflicts in action descriptions. Pmoc. ECA|
is Dalal-better than deleting 2. This problem doesn’'t hap- pages 367-371, 2006.

pen with our distance, which gives s a version of MaX ., qentors, 1988, Gardenforsknowledge in Flux: Mod-

. ' eling the Dynamics of Epistemic Stat®4IT Press, 1988.
One criticism to the approach here developed concerns tqe ,

precedence of static laws in the revision process, whickdcou LHansson, 1999S. Hansson.A Textbook of Belief Dynam-

make the revision operators to be interpreted as incoherent I€S: Theory Change and Database Updatingluwer,

As agreed in the literature, however, given that static laves 9.

much easier to state, they are more likely to be correct, anfHerzig and Rifi, 199D A. Herzig and O. Rifi. Propositional

then it makes sense to give them precedence. Supporting this belief base update and minimal changétificial Intelli-

is the fact that most of the attention in the reasoning about gence115(1):107-138, 1999.

actions area has been paid to effect laws and executabilitpﬂerzig and Varzinczak, 2007A. Herzig and I. Varzinczak.
laws, which are much more difficult to completely specify. = yjetatheory of actions: beyond consistendytificial In-
Our approach is in line with that. telligence 171:951-984, 2007.

Our next step is to analyze the behavior of our Opera[Herziget al, 2004 A. Herzig, L. Perrussel, and |. Varz-

tors w.r.t. AGM-like postulategAlchourronet al, 1989 . . ) o
. . - ’ . inczak. Elaborating domain descriptions. Rroc. ECA|
for modal theories and the relationship between our rewisio pages 397-401, 2006.

method and contraction. What is known is that Levi iden-
tity [Levi, 1977, T, = 7—, U {®}, in general does not hold [Katsuno and Mendelzon, 19p24. Katsuno and A. Mendel-

for action laws. The reason is that up to now there is no con- zon. On the difference between updating a knowledge base
traction operator for-® whered is an action law. Indeed this ~ and revising it. InBelief revision pages 183-203. Cam-

is the general contraction problem for action theories:-con  bridge, 1992.

traction of a theoryZ by a general formula (like:® above) is ELevi, 1977 I. Levi. Subjunctives, dispositions and chances.
still an open problem in the area. The definition of a general  synthesg34:423-455, 1977.

method will mostly benefit from the semantic modifications[M is, 2000 P. M . C findi |
we studied here (addition/removal of arrows and worlds). ﬁtrﬂrl%i Al for aDrgflélr?éible ggzegﬁigﬁzinlgég%oﬁi%&
Given the relationship between modal logics and descrip- pages.41—14?5.. 2000. ng

tion logics, a revision method for DL TBox¢Baaderet al,, , ) ) . - )
2003 would also benefit from the constructions that we havd Parikh, 1999 R. Parikh. Beliefs, belief revision, and split-

[Dalal, 1988 M. Dalal. Investigations into a theory of

defined here. ting languages. IrLogic, Language and Computatipn
pages 266-278, 1999.
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